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ABSTRACT

We present our latest results on silicon photonics neuromorphic information processing based a.o. on techniques
like reservoir computing. First, we dicuss how passive reservoir computing can be used to perform non-linear
signal equalisation in telecom links. Then, we introduce a training method that can deal with limited weight
resolution for a hardware implementation of a photonic readout.
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1. INTRODUCTION

The continuous increase in demand for systems that can process the massive amounts of data available today
has strained the currently employed transistor-based von Neumann architectures. Simultaneously, the growing
demand for high-throughput, high-fidelity telecommunications systems has generated significant implementation
hurdles for the associated signal processing systems.

To address the compounding challenges for these computation and communication systems, a major design
revolution is underway for the next generations of these systems in the IT research world. The frantic search for
potential solutions has initiated a revisit to analog computation platforms but with the aim of combining them
with the state-of-the-art in large-scale integration technology. These platforms exploit the inherent dynamics
of certain physical systems for processing and/or computing. Of these, prominently under consideration are
biologically inspired techniques, and particularly brain-inspired computing approaches that employ artificial
structures that mimic the brain’s neural computational semantics.

Reservoir computing (RC) is a brain-inspired computing approach that initially emerged as a way around
the intricacies associated with correctly training recurrent neural networks.' 3 Classical software RC involves
setting up a large randomly initialized nonlinear dynamical system (the reservoir) — usually an artificial neural
network — that is tuned into a specific dynamical regime to allow for the following three conditions: separability
of the inputs, generation of similar outputs for similar inputs and some form of finite memory of the previous
inputs. Under these circumstances, the states of the reservoir can be linearly combined, following task-imposed
optimization criteria, to extract the desired outputs for the specified inputs.

Beyond the initial software implementations, RC has evolved into a way to enable computing with physical
nonlinear dynamical systems. Examples of the concept applied to mechanical systems, memristive systems,
atomic switch networks, boolean logic elements and photonic systems can be found in.* ® Photonic RC particu-
larly presents a number of benefits compared to e.g. electronics, as it offers a large bandwidth and is inherently
massively parallel.

To date, experimental demonstrations of photonic reservoirs routinely achieve state of the art performance on
various information processing tasks. Implementations based on a single nonlinear node with a delayed feedback
architecture have proven that photonic RC is competitive for analog information processing.”'” Moreover,
integrated photonic reservoirs can push computation speeds even higher for digital information processing. The
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Figure 1: Schematic representation of the simulation setup to generate data for the signal equalization task.
The input pseudo-random bit sequence (PRBS) signal is modulated onto a laser signal, transmitted over a fiber
link, amplified and filtered, after which the field of the optical signal is saved to file to be used as input to the
photonic reservoir simulation model. OBPF - Optical band pass filter.

performance of integrated photonic reservoirs has been studied numerically for networks of ring resonators,'822

networks of SOAs,” and experimentally with networks of delay lines and splitters in.?3 Integrated photonic
reservoirs are particularly compelling, especially when implemented in the CMOS platform as they can take
advantage of its associated benefits for technology reuse and mass production.

A recent development in the design of RC systems is the realization that for certain tasks that are not strongly
nonlinear, it is possible to achieve state-of-the-art performance using a completely passive linear network, i.e.,
one without amplification or nonlinear elements. The required nonlinearity is introduced at the readout point,
typically with a photodetector.??> The work discussed in this paper is also based on this architecture. Aside from
the integrated implementation introduced in,?? the passive architecture has been adapted to the single node with
delayed feedback architecture in form of a coherently driven passive cavity.’

The rest of this paper is organised as follows. First, we dicuss how passive reservoir computing can be used
to perform non-linear signal equalisation in telecom links. Then, we introduce a training method that can deal
with limited weight resolution for a hardware implementation of a photonic readout.

2. PASSIVE INTEGRATED PHOTONIC RESERVOIR COMPUTING FOR
NON-LINEAR DISPERSION COMPENSATION

In this section, we investigate the performance of the PhRC equalizer on unrepeated fiber optic communications
links in the metro regime for fiber lengths ranging from 100km to 250km for a 10 Gb/s NRZ OOK link. The
setup is shown as in Figure 1. Unless stated otherwise, in this section we assumed a launch power of 5 mW (after
the modulator). The amplifier, with a noise figure (NF) of 4.0 is set to entirely undo the link attenuation and
the filter gets rid of out-of-band noise and is a 3' order Bessel filter with bandwidth 4 times the data rate. Note
that this data rate is chosen here to keep it compatible with the measurement capability in our characterization
lab but the same procedure can be followed for higher speed links.

We investigate the performance of this reservoir design for equalization for links running at different data
rates. The results, given in Figure 2, show that for link lengths less than 200 km in length, the PhRC equalizer
can operate at data rates higher than the design data rate of 10 Gb/s. For example for the 100km link, we get
error rates below the FEC limit for data rates close to 20 Gb/s. This result gives a measure of robustness of this
particular PhRC equalizer. When designing equalizers for links with higher bit rates, the analysis would need to
be repeated to find the best operating parameters (most notably the interconnection delay) for the equalizer.

We also compare the performance of the PhRC equalizer for a link with the launch power changed to 15 mW
(from the 5mW of the previous simulations) to an FIR FFE filter trained on the same amount of data. An
adaptive FFE filter with 31 taps is used (The filter goes over the training data four times to allow for convergence).
The results are shown in Figure 3. The PhRC equalizer outperforms the FFE equalizer with BERs over 5 orders
of magnitude lower at, for example, 150 km and an order or two of magnitude lower at 200 km. The difference in
performance originates in the fact that the PhRC equalizer is a nonlinear compensation device; it takes advantage
of the nonlinear transformation in the reservoir to better model the distortion and outstrip the performance of
the FFE filter. In Figure 3 we also plot the cases with and without the fiber nonlinearity. We observe that at
the distances under consideration, the fiber nonlinearities are not yet deleterious. We do however observe that
the reservoir is able to make use of its nonlinear nature to outperform the FFE equalizer for these links.
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Figure 2: Error rate vs data rate for a reservoir with interconnection delay time equal to half the bit duration
and latency 1 bit. A Hard Decision Forward Error Correction limit (HD-FEC limit) of 0.2 x 1072 is also shown
(dashed blue line). Error free operation is possible for all error rate values below this limit.
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Figure 3: BER of the PhRC equalizer as compared to that of an FIR Feed Forward Equalizer (FFE) trained
on the same amount of data for different fiber lengths. The launch power is set to 15mW. NL ON- nonlinear
propagation. NL OFF - nonlinear propagation is deactivated (Nonlinear Index of the fiber is set to 0).




3. ADDRESSING LIMITED WEIGHT RESOLUTION

When implementing a readout system in the optical domain, e.g. using optical elements to implement a weighted
sum of the reservoir states, one problem is that, depending on the technology, the resolution of the optical weights
could be much lower compared to applying weights in the electrical domain, which can easily reach 16 bit. In
this paper, we will consider as an example an implementation of optical weights in Barium Titanate (BTO),?*
which has the critical advantage of being non-volatile, consuming nearly zero power while weighing the signal.
The big drawback is that the resolution of the refraction index change limits the resolution to around 10 to 30
levels, coupled with some inevitable noise due to drifting of the elements.

To cope with this issue, we present an explorative quantization weight selection, inspired by methods that
have been used in deep learning quantization. Typically, after a full-precision model has been trained, a subset of
weights is identified to be either pruned?® or kept fixed.?6 The other weights are then retrained in full precision
and requantized. If necessary, this step can be repeated in an iterative fashion, retraining progressively smaller
subsets of the weights in order to find the most optimal and stable solution.

A crucial part of these methods is selecting a subset of weights to be left fixed or to be pruned. Random
selection of weights is not a good idea, because there is a high probability of eliminating ’good’ weights that
convey important information.???% tackle this problem by choosing the weights with the smallest absolute value.

This is reasonable in deep learning models, since the millions of weights can provide enough tolerance when it
comes to accidentally selecting the 'wrong’ weights. However, in the readout systems we are investigating here,
we have much fewer weights and a much more limited resolution with severe noise. In this case, the absolute value
will not provide enough information, as a combination of many small weights could be important in fine-tuning
the performance of the network. This will lead to a risk of a huge accuracy loss when specific 'wrong’ connections
(that are more sensitive to perturbations) are chosen to be retrained.

Instead, we adapt a different (albeit more time-consuming) approach, where after quantization, we compare
several different random partitions between weights that will be kept fixed and weights that will be retrained (in
full precision) and requantized. By comparing the task performance for these different partitions, we are able to
pick the best one.

To get the best results, we conduct the procedure above in an iterative way. With each iteration, the ratio
of fixed weights increases, starting from an initial value of 0.5. In each iteration step, we evaluate 20 different
random weight partitions. We typically perform 4 iterations, each time increasing the ratio of fixed weights by
a factor of two.

To illustrate this, we chose 4-bit delayed XOR (i.e. calculating the XOR of the current bit and 4 bits ago).
Figure 4 presents the performance of our quantization retraining method on low-precision weights (8, 16, 32 levels)
at different noise levels. From the blue curve, it can be seen that 4-bit delayed XOR is indeed a harder task to
tackle since even with full precision, the BER increases significantly with a small amount of noise. Moreover, the
task is also very sensitive to low precision weights, as shown from the naive quantization weights (orange curves),
at the 8 levels resolution, the tasks is unsolvable even without any noise involved. In the meantime, we also
observe that our explorative retrained weights are capable of providing very close performance to full resolution
weights, except for 8 levels resolution, where due to the extra nonlinearity requirement of the task, retrained
weights find themselves hard to follow. But still, naive direct quantized weights are severely outperformed by
our explorative retraining method at the overall spectrum of the different noise levels.

4. CONCLUSIONS

We have described how passive photonic reservoir computing can be used to perform non-linear dispersion
compensation in metro links. We have also shown how a special training scheme can be used to deal with the
fact that the weight resolution in an optical readouts scheme can be limited.
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Figure 4: Performance comparison of three different weighting resolutions, 8 levels (top), 16 levels (middle), 32
levels (bottom) for the 4-bit delayed XOR task vs different noise levels. The blue curve represents the performance
of full-resolution weights; the orange curve represents naive quantization weights; the green curve for explorative
retrained quantization weights.
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